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Abstract: Autonomous mobile robots consists of various software modules to achieve given goal, including
solving complex navigation tasks as localization, mapping or path planning. These tasks are highly dependent
on the quality of data measured and gathered from hardware subsystems. Using Robot Operating System
(ROS) as integration basis reduces the development effort and time to market. While ROS framework itself
is considered as reliable and stable to run even soft real-time tasks, in case of any internal failures on data
misreadings can be problematic to debug or even identify the problem for common user. Due to this unpleasant
situations we develop a virtual assistant, internally represented as diagnostic expert system, to help users to
identify and possibly fix the problem.
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1. Introduction

The Robot Operating System (ROS) is a framework originally developed for DARPA Grand Challenge
competition which took a place in Mojave Desert during summer of 2014 where a group of autonomous
cars should travel a 150 miles long path without any human operator assistance.

The ROS takes care about inter-process communication based on publisher-subscriber architecture, it han-
dles data logging, visualization, path planning (Masek (2015)), navigation (Krejsa (2010)) and partial in
system diagnostics.

The main principle is, that every activity which needs to be executed is implemented as separate node and
can be published (publish some internal information to the other nodes in the system), subscriber (it only
listens what other nodes publish) or both. The user don’t need to care if the nodes are executed on local
machine or in shared network, which simplify the system design, where multiple independent PC can be
used without limitation. Typical network of nodes can be seen on figure 1. It represents the communication
network on robot BREACH (see Krejsa (2018); Hrbacek (2010)).

2. Problem definition

The internal tools of ROS helps developers to debug the system while development process however they
are very hard to use for common user, moreover for common customer. Standard diagnostic tools are:

• rostopic - command line tool for topics diagnostics,

• RQT Graph - shows the communication network (also presented on figure 1.),

• R-Viz - main graphics user interface for visualisation of the all information within the system, par-
tially usable as a graphics user interface for customers.
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Fig. 1: ROS nodes example architecture

For description of the above mentioned tools and how to use it please refer ROS (2019).

Our goal is to prepare diagnostic system which doesn’t requires an highly skilled or experienced user to
diagnose where the problem is and find a way how to solve it.

The basic principle is to monitor the data flow within the system and detect an anomalies in the time domain.
The anomaly detection is done via using the probabilistic approach where a patterns in received data are
searched. If the pattern changes in time it causes an anomalous behaviour of the system.

The method principle is based on observation that the common problem is connection between processes
or overload of particular subsystems which causes the data loss. The data loss is responsible for loss off
accuracy or system failure (Krejsa (2014)).

We design an approach which detects the time differences between data received from each node and
constructs a probabilistic pattern (Vechet (2016)) which can be observed in the data flow. If the pattern
changes in time the system needs to decide Merritt (1989) whether is the standard behaviour or possible
pathological behaviour which causes the system failure in the future.

3. Probabilistic approach

The main idea is to use Bayesian probability Korb (2010) to calculate the Believe that the system is opera-
tional based on time differences in received data.

P (Ok|1, dt) = η−1P (1|Ok)P (dt|Ok)P (Ok) (1)

where

η−1 = P (1|Ok)P (dt|Ok)P (Ok) + P (1|Err)P (dt|Err)P (Err) (2)

and

• dt - time difference between two consequently received data,

• 1 - denotes the event that some data was received,

• Ok - denotes the system is normal shape,

• Err - denotes the system is in erroneous state,
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• P (Ok|1, dt) - believe that the system is operational,

• P (Ok) - system reliability,

• P (1|Ok) - predicted probability that some measurement will take a place,

• P (dt|Ok) - probability calculated as a mean of time differences from received data,

• P (1|Err) = 1− P (1|Ok),

• P (dt|Er) = 1− P (dt|Ok).

4. Experimental results

Experimental results where measured on mobile platform BREACH. We monitor the communication in the
system which is represented on figure 2. by the measurements series.

Where the values −1 means nothing received and values 1 means data received. The series named proba-
bility shows the probability P (1|Ok) - that gives an estimate that some data will be observed.

The figure 3. shows the believe that the observed node is operational, there can be seen a drop in believe
when the data stops to be received from the publisher and the probability is going down to zero. This means
that the node is in erroneous shape and consequent diagnostic actions need to be executed.

Fig. 2: Probability that the measurement will be detected

5. Conclusions

We present a first step to independent system diagnostic where patterns in data flow are searched. The pat-
terns detection is based on time difference in received data and the probability that some observation should
be detected is calculated. When a probabilistic pattern changes in time the probability of an undesirable
behaviour is calculated and shown to the user. This approach seems to be favourable due to the fact that no
pre-training is necessary (e.g. no need to learn what good or erroneous behaviour is). The diagnostic can
be running on the fly while the system is in both the operational or development stage.

The future goal is to use the believe that the system is operational to feed the high level decision networks
to search of the most probable cause of the problem and find appropriate solution.
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Fig. 3: Believe that the system is operational
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