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Abstract: Structural parameters such as material properties involve uncertainties which need to be
considered in an appropriate reliability analysis. The contribution focuses on stochastic parameter
estimation of heterogeneous materials based on observations from a set of destructive experiments.

Introduction

Heterogeneous character of building materials causes spatial variations of mechanical parameters af-
fecting the structural system behaviour under the loading. This phenomenon can be observed during
laboratory testing on a set of specimens made of the same material. In order to investigate the struc-
tural reliability properly, these inherent uncertainties in material parameters have to be captured by a
corresponding stochastic model. Calibration of such a model can be formulated as a search for prob-
abilistic description of its parameters providing the distribution of the model response corresponding
to the distribution of the observed data, i.e. a stochastic inversion problem.

Uncertainties can be divided into two main categories according to whether a source of nondeter-
minism is irreducible or reducible [1]. Our goal is to quantify aleatory (irreducible, inherent, stochas-
tic) uncertainty which corresponds to real variability of properties in the heterogeneous material, while
epistemic (reducible, subjective, cognitive) uncertainty arising from our lack of knowledge is supposed
to be reduced by any new measurement according to the coherence of learning [2].

Inverse problems are often ill-posed, because the function mapping the parameters to the responses
is not injective so it is also non-invertible. The most common method of parameter estimation is based
on minimisation of the difference between the experimental data and the model response. In the last
decades probabilistic methods to modelling of uncertainties have became applicable thanks to a grow-
ing computational capacity. The probabilistic approach restates the inverse problem as well-posed
in an expanded stochastic space by modelling the parameters as well as the observations as random
variables with their probability distributions [3]. Several methods for uncertainty quantification in
probabilistic settings have been proposed in the literature. They are mainly based on choosing a par-
ticular type of probability density function (pdf) of variables and the corresponding parameters of this
distribution are provided by e.g. maximum likelihood method [4] or Bayesian inference [5]. Authors
in [6] represent random variables by a polynomial chaos expansion and identify its coefficients from
the data. An extensive overview on stochastic modelling of uncertainties can be found in [7].

This contribution concentrates on stochastic parameter identification of heterogeneous materi-
als. The proposed method quantifying the aleatory uncertainties concentrates on using a probabilistic
method to represent the source of uncertainty and then Markov chain Monte Carlo (MCMC) sampling
[8] to compute the moments of the parameters' distribution through a deterministic model.

Stochastic identification method

The developed method is initially inspired by the Bayesian inference where all the available infor-
mation are combined in resulting updated distribution of the parameters. The underlying problem of
its practical application to real experimental data is an appropriate formulation of the a priori pdf of
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parameters and function representing the distribution of experimental measurements. As it is focused
on the quantification of irreducible uncertainty in the data, the influence of the prior information is
suppressed and an non-informative uniform a priori pdf is employed.

We consider a situation where available observations are obtained within a set of destructive ex-
periments, each performed on a different set of specimens. Simple multiplication of pdfs constructed
for data from each experiment may lead to underestimating the parameter variance due to underlying
assumption of independence among observations from different experiments. Despite the indepen-
dence of specimens, the observations may be correlated due to their physical meaning described by
the material model and hence their dependence on the same material parameters.

The proposed methodology is based on transformation of the data by principal component analysis
(PCA) into a set of independent quantities [9]. The PCA requires information about mutual correlations
among data from particular experiments, which needs to be estimated using the prior knowledge about
the underlying model. Considering only a reasonable number of the principal components in stochastic
model updating allows eliminating the influence of experimental errors to a certain extent.

Summary

The contribution is focused on developing a method for identification of parameters along with their
variations in heterogeneous materials from a set of experiments. The procedure is based on MCMC
sampling of a combination of the non-informative prior pdf and PCA-based pdf of experimental data
where correlations between particular observed variables and measurement errors are eliminated.

Acknowledgement: This outcome was financially supported by the Czech Science Foundation, project
No. 15-072998S, and the Grant Agency of the Czech Technical University in Prague, grant
No. SGS15/030/0OHK1/1T/11.

References

[1] W.L.Oberkampfetal., Error and uncertainty in modeling and simulation. Reliability Engineering
and System Safety 75 (2002) 333-357.

[2] P. Mantovan, E. Todini, Hydrological forecasting uncertainty assessment: Incoherence of the
GLUE methodology. Journal of Hydrology 330 (2006) 368—381.

[3] J.Kaipio and E. Somersalo, Statistical and Computational Inverse Problems. New York: Springer-
Verlag, 2005. 339 p. Applied mathematical sciences. ISBN 03-872-2073-9.

[4] J. R. Fonseca et al., Uncertainty identification by the maximum likelihood method. Journal of
Sound and Vibration 288 (2005) 587-599.

[5] A. Gelman et al., Bayesian data analysis. 2nd ed. Boca Raton, Fla.: Chapman, 2004. 668 p.

[6] M. Arnst, R. Ghanem, C. Soize, Identification of Bayesian posteriors for coefficients of chaos
expansions. Journal of Computational Physics 229 (2010) 3134-3154.

[7] C. Soize, Stochastic modeling of uncertainties in computational structural dynamics — Recent
theoretical advances Journal of Sound and Vibration 332 (2013) 2379-2395.

[8] C.J. Geyer, Handbook of Markov Chain Monte Carlo. In: Introduction to Markov Chain Monte
Carlo. Boca Raton, Fla.: CRC Press, 2011, pp. 3-48. ISBN 978-1-4200-7942-5.

[9] L Jolliffe, Principal component analysis. 2nd ed. New York: Springer, 2002. 487 p.



