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Summary: The problem of inverse analysis occurs in many engineering tasks and,
as such, attains several different forms and can be solved by a variety of very distinct
methods. In this contribution, we present an overview of two basic philosophies of
the inverse analysis aimed, in particular at parameters estimation with utilization
of soft-computing methods.

1 Introduction

A variety of engineering tasks nowadays lead to an inverse analysis problem. Generally, the aim
of an inverse analysis is to rediscover unknown inputs from the known outputs. In common en-
gineering applications, a goal is to determine the initial conditions and properties from physical
experiments or, equivalently, to find a set of parameters for a numerical model describing the
experiment.

When new numerical model is developed, the identification process is necessary for validat-
ing of proposed model to fit the experimental data. This process become a challenge especially
in cases of complex nonlinear numerical models applied to simulate an experiment on structures
undergoing the heterogeneous stress field such as three-point bending test, tensile test (in case
of presence of localized failure) or nano-indentation.

Once the numerical model is validated, another use of identification method is on demand
when new values of model parameters should be found to fit experimental measurements on
new material. Such identification process is supposed to be performed repeatedly for any new
measurement and therefore, the emphasis is in this case put on the efficiency of chosen identi-
fication method.

The numerical model able to correctly simulate the experiment together with a robust and
effective identification method are essential tools for a structural modelling and reliability as-
sessment. A description of a complex methodology for statistical and reliability analysis of
concrete structures using nonlinear mechanical models and artificial intelligence based identifi-

*Ing. Anna Kucerovd, Ph.D. and Ing. Maté&j Lep§, Ph.D., Department of Mechanics, Faculty of Civil Engineer-
ing, Czech Technical University in Prague, Thikurova 7, 166 29 Prague 6, tel: (+420)-2-2435-4606, fax: (+420)-
2-2431-077, e-mail: anicka@cml.fsv.cvut.cz, leps@cml.sv.cvut.cz

506



cation tools is presented in (Novdk et al., 2007) and one particular application to fiber-reinforced
concrete facade panels is presented in (KerSner et al., 2007).

In overall, there are two main philosophies to solution of identification problems. A for-
ward (classical) mode/direction is based on the definition of an error function of the difference
between outputs of the model and experimental measurements. A solution comes with the min-
imum of this function. This mode of identification could be considered as more general and
robust and therefore, it is usually applied in numerical model validation.

The second philosophy, an inverse mode, assumes the existence of an inverse relationship
between outputs and inputs. If such relationship is established, then the retrieval of desired
inputs is a matter of seconds and could be easily executed repeatedly.

2 Preliminary definitions

More formally, the problem of an inverse analysis can be formulated based on the existence of
an experiment E, which, physically or virtually, connects the known inputs (parameters) x” to
the desired outputs (measurements) y~. Formally, this can be written as

y" = BE(x"). (1)

Then, the problem of an inverse analysis is defined as a search for unknown inputs x* from
the known outputs yZ, i.e. inversely to the experiment £. In common engineering applications,
the experiment E is usually simulated by some virtual model M. Often, the model is a pro-
gram based on numerical methods such as the finite element method. Such a model M usually
does not describe a real experiment F exactly, but in our work it is considered as a “good”
approximation and therefore we can write

M =~ FE; ()
y" o= M) 3)

This step is important from the economy point of view, where the cost of the evaluation
of the model M is assumed to be by an order of magnitude smaller than the cost of the physical
experiment F.

Input parameters x* of a theoretical model should not necessarily correspond to physical
parameters x”. Phenomenological models use often some parameters without physical inter-
pretation. Usually, an experimentalist does not know the physical parameters accurately. Let us
also note, that the number of theoretical model input parameter is usually smaller that ten, i.e.

x| < 10. (4)

Theoretical models are usually constructed to describe some real experiment in order to ob-
tain equivalent outputs (measurements). Therefore the output parameters y* of a theoretical
model usually correspond to that one from the experiment yZ. The identification process should
be completed by the validation based on comparing modelled outputs y*/ with the experimental
ones y¥ in order to judge, whether the model parameters were found correctly and accurately
enough. To comment the number of output parameters let us note that the measurements could
vary in time 7, could be performed in a number of measuring points P and could be stored for
different experiments, considering different boundary conditions C'. The outputs are usually
measured with respect to time in discrete points 7" and including different measuring points P
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and different experiments C. Therefore, the number of outputs could be quite large and could
reach tens or hundreds components, i.e.

|y™]| = [|¥"]| =T x P x C ~ 100. (5)

It could be interesting to introduce here following two basic definitions in accordance with
(Babuska and Oden, 2004):

Verification: The process of determining if a computational model obtained by discretiz-
ing a mathematical model of a physical event and the code implementing the computa-
tional model can be used to represent the mathematical model of the event with sufficient
accuracy.

Validation: The process of determining if a mathematical model of a physical event rep-
resents the actual physical event with sufficient accuracy.

The authors in (Babuska and Oden, 2004) accepted that philosophically absolute validation
and verification may be impossible, but validation and verification relative to a specific series
of tests and preset tolerances may be perfectly legitimate as a basis for making decisions.

In the field of model parameters identification, the meaning of verification and validation is
a little bit different and could be stated as follows:

Verification: The process of determining whether the identification method is able to re-
find the model parameters x* from the outputs y"*/ of the reference simulation done for
any choice of original inputs x"¢/.

Validation: The process of determining whether the identification method is able to find
the model parameters x* corresponding to the experimental outputs y .

In general, there could be two steps of identification method verification:
1. Verification I: comparing the reference model inputs x"¢/ with the identified ones x*;
2. Verification II: comparing the reference model outputs y"*/ with the identified ones y

and one step of validation: comparing the experimental outputs y” with the identified ones
yM .1

In engineering practice, nevertheless, the model parameters identification often takes part in
the process of mathematical model verification and validation. In these cases it is quite difficult
to judge whether the errors are caused by the incorrectness of the mathematical model or by
the incorrectness of identification procedure. We propose the following order of verification
and validation:

1. code verification, a province of software engineering;
2. solution verification is needed, which involves a posteriori error estimation;

3. identification method verification I + II, once the computational model is verified, the iden-
tification method should be theoretically able to refind parameter’s values corresponding
to reference simulations exactly;

IRecall, that physical experimental inputs x? are practically always unknown.
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4. model validation, comparing the outputs from the model simulation with the experimen-
tal outputs. Such a step typically involves a certain identification procedure used to fit
the experimental data. To suppress this aspect, the optimization procedure needs to be
extremely robust and therefore very computationally expensive;

5. identification method validation, we consider this method to be computationally efficient
and not producing significant additional errors when the outputs y"¢/ from reference sim-
ulation are replaced with experimental ones y* in comparison with the identified outputs

yM.

This work focuses on identification methods which are verified and validated together with
models proposed by other authors. All the employed models are a priory supposed to be verified
and validated.

Other source of the error are, unfortunately, almost always the experimental data itself.
The problem of estimating, controlling, and quantifying experimental error goes also together
with model validation and identification procedure validation. In practice, the engineers usually
work with modelling some measurements affected by noise. There are many regularization
procedures to overcome the noise in measured data during identification procedure, such as
the Tikhonov regularization etc. Some examples of regularization based techniques applied in
parameters identification could be found e.g. in (Iacono et al., 2006; Mahnken and Stein, 1996)
or (Maier et al., 20006).

3 Forward mode of an inverse analysis

Based on the above-mentioned statements, the forward (classical) mode/direction of an inverse
analysis is defined as a minimization of an error function F'(x) defined as the difference between
the outputs of the model y and the output of the experiment y”, i.e.

min F(x) = min ||y® — M (x)]|. (6)

A solution x™ comes with the minimum of this function and if F(x™) > 0, the remaining
error is caused by inaccuracy of a model or by some noise in measured data.

The problem (6) has been classically solved by gradient-based optimization methods. Nowa-
days, the model M is usually hidden in a program which is limited by license conditions, com-
pact code etc. and therefore, the knowledge of derivatives is missing even if the function is
differentiable. Hence, the soft-computing methods can be successfully applied here. Methods
in the spirit of the simulated annealing method (Ingber, 1993; Vidal, 1993) with one solution
in time or evolutionary algorithms (Goldberg, 1989; Michalewicz, 1999) with a *population’
of solutions are usually used.

The main advantage of this approach is that the forward mode is general in all possible
aspects and is able to find an appropriate solution if such exists. This statement is confirmed
with special cases like

a) A problem of a same value of outputs y for different inputs x, i.e. existence of sev-
eral global optima. This case leads to a multi-modal optimization (Mahfoud, 1995b)
but is solvable by an appropriate modification of an optimization algorithm (Hrstka and
Kucerova, 2004).
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b) There are different outputs y for one input x. This is the case of stochastic and proba-
bilistic calculations as well as experiments polluted with a noise or an experimental error.
This obstacle can be tackled e.g. by introduction of stochastic parameters for outputs or
by a regularization of the objective function, see e.g. (Iacono et al., 2006; Mahnken and
Stein, 1996) or (Maier et al., 2006).

¢) There is more than one experiment for one material. This task can be handled as a multi-
objective optimization problem, see e.g. (Coello, 2004, 2000; Miettinen, 1999).

One disadvantage of the forward mode, following the definition, is a fact that the computa-
tionally expensive search should be repeated for any change in data, e.g. even for small change
in an experimental setup. This feature handicaps the forward mode from an automatic and
frequent usage. The opposite is true for the second mode of an inverse analysis presented later.

The other disadvantage of the forward mode is the need for a huge number of error function
evaluations. This problem can be managed by two approaches, which are based on:

a) parallel decomposition and parallel implementation;
b) computationally inexpensive approximation or interpolation method.

The parallel decomposition is based on an idea of the so-called implicit parallelism, i.e. the
independence of any two solutions x. This can be utilized by a global parallel model (Cantu-
Paz, 2001), where the main (master, root) processor/computer controls the optimization process
while the slave processors compute the expensive evaluations of the model M. Thanks to the
independency of solutions, nearly linear speed-up can be reached until a high number of pro-
CesSors.

The second methodology is based on reducing the number of simulations of a complex
model M. A similar idea used already in Equation (3) is employed here in two different possible
implementations: meta-modelling (or so called surrogate modelling) of a computational model
or meta-modelling of an error function, described in following two sections. The most often
tools applied here could be categorized into three groups described in Sections 3.3 and 3.4.

3.1 Meta-model of computation model

One possibility to reduce the number of simulations of a complex mechanical model M is to
estimate a model M similar to the model M, i.e.

M=~ M (7

whereas M should be computationally much cheaper than ). Then the optimization process
could be started using the cheap model M instead of M. Moreover, since the approximative
model M is determined, it could be used again when identifying parameters corresponding to
new measurements. A scheme of such form of forward identification is shown in Figure 1 and
the consecutive steps of this methodology are described below.

Step 1 Approximative model M estimation: This step is computationally very demanding. Usu-
ally an artificial neural network is applied and trained to approximate original compu-
tational model. For neural network training, a certain number of simulations by orig-
inal model are needed, appropriate topology of neural network should be determined
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Figure 1: Forward mode of identification process using model approximation

and training process must be performed in order to minimize the error between response
of model M and the original model M.

It is worth mentioning that the outputs y often represent some diagram or curve (load-
deflection diagram etc.) which could be defined as a vector of discrete points coordinates
with tens to hundreds of components. The model inputs x usually represents just several
model parameters. Therefore the approximative model A/ should describe a mapping
from several inputs to tens or hundreds outputs, what could be quite complicated task for
e.g. a artificial neural network.

Optimization of model M for experimental or reference simulated data. For given outputs
either from experiment y” or from reference simulation y"¢/, an optimization process is
started in order to find corresponding inputs x* into the model M.

Verification I consists of execution of optimization process in Step 2 for some refer-
ence couple of data [x"¢/, y"¢/]. Then the identified inputs x* should be compared with
the original input data x™*/ as the first step of identification procedure verification.

Verification II: For identified input data x™ a simulation by computational model should
be performed and the outputs y* should be then compared with the reference outputs
x"/ as the second step of verification.

Validation: consists again of execution of optimization process in Step 2, but here for
experimental data y”. Then the identified inputs x* should be used for a simulation by
computational model M and the obtained outputs y™ should be compared with the ex-
perimental outputs y*.

To conclude this variant of forward approach implementation, some of its typical features
are listed bellow:

)

ii)

the largest inconvenience is the complicated estimation of an approximative model M,

especially considering the complexity of mapping from several inputs to tens or hundreds
of outputs;

the biggest advantage is the establishment of the approximative model M, that could be
used for parameter identification for any new measurements;

511



ii1) the optimization process necessary for parameter estimation should be started again for
any new measurements.

3.2 Meta-model of error function

As it was already mentioned at the beginning of this chapter, the forward approach leads to
an optimization process, where some error function is defined as
E

F=|y” - Mx)|. (8)
In other words the error is the difference between the outputs from experiment y” and the out-
puts yM from a model M. The second possibility to reduce the number of simulations of
a complex mechanical model M is to estimate an approximative error function F' similar to
the error function F, i.e.

F~F (€))

It is again assumed that Fis cheaper to evaluate than F’, since its evaluation will not include
an expensive simulation by model M. A scheme of such kind of forward approach implemen-
tation is shown in Figure 2. The consecutive steps of this implementation are almost the same
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Figure 2: Forward mode of identification process using error function approximation

as in the previous case, excepts several details, which are mentioned bellow:

i) Step 1 consist of determination of an approximative function F of the error function F.
This could be done in the same way as a determination of an approximative model M.
The difference is in the mapping, since the inputs remains the same, but the number of
outputs here decreases usually to one value of error function. In particular cases, sev-
eral objectives could be included while defining the error function, hence, several criteria
could lead to multi-objective formulation of the error function. Finally, the determination
of approximative error function F' is much more easier than determination of approxima-
tive model M ;

ii) the biggest disadvantage is that this formulation usually leads to a multi-modal opti-
mization problem, especially in cases, where several criteria are accumulated in a single-
objective function using weighting approaches;
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ii1) other disadvantage is that the approximative error function needs to be established again
for any new measurements, nevertheless, some expensive simulations by computation
model M once performed could be used again for the determination of a new approxima-
tion .

Since the difference between the usage of meta-model M of a computational model M and
meta-model /' of an error function F'is only in details, the terms meta-model M and model M
will cover both cases in following sections for the sake of simplicity.

Design of Model choice Model fitting Sample techniques
experiments
(Fractional) /Polynomial Least squares Response surface
Factorial (Linear, quadratic) /] regression methodology
Central lRadial basis function | Weighted least Forward mode
composite network squares regression | Chapter 4
D-optimal Realization of Best linear predictor | Kriging
B K > P
stochastic process
Random functions and Genetic Genetic
selection terminals algorithm ”| programming
1
Latin Splines \ Inverse mode
Hypercube (Linear, cubic) Chapter 5
.
Selected by Multi-layer Back _| Neural networks
21, > >
hand perceptron Propagation
Orthogonal Decision tree —| Entropy —— | Inductive learning
array

Table 1: Review of some meta-model techniques

Some meta-model techniques, which could be found in literature, are listed in Table 1.
A brief description of some meta-model tools are described in following sections. More details
with some examples and applications of meta-modelling can be found in (Jin, 2003), (Simpson
et al., 2001) or (Queipo et al., 2005). Some comments about design of experiments, which
should precede any meta-model establishment, are gathered in Section 4.3.

3.3 Interpolation tools

The first group of tools, let us call it interpolation tools, are used to interpolate the model M
using sampled design points carefully chosen by some type of design of experiments, where the
values of model M are equal to values of model M, i.e. y (xM) = yM(xM). The advantage
here is, that in general, near any design point the interpolation is supposed to be more precise
than some general approximation. Therefore, some iterative techniques are usually applied in
order to add more design points in the area where the global optimum is supposed to be located.

Other typical feature of interpolation methods listed bellow is the fact, that the interpolation
is established without any knowledge of an inner structure of the model M.
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i) Kriging is named after the pioneering work of D. G. Krige?, and was formally developed
by Matheron (Matheron, 1963). More recent publication with the theoretical details could
be found in Jin (2003). Some engineering applications of Kriging modelling are presented
e.g. in (Varcol and Emmerich, 2005). The Kriging method in its basic formulation esti-
mates the value of a function (response of a model) at some unsampled location as the sum
of two components: the polynomial model and a systematic departure representing low
(large scale) and high frequency (small scale) variation components, respectively.

Hence, these models (Ordinary Kriging) suggest estimating deterministic functions as

fo(x) = p(x) +e(x), (10)

where f,(x) is the unknown function of interest, 1(x) is a known polynomial function
and €(x) is the realization of a normally distributed Gaussian random process with mean
zero, variance o2 and non-zero covariance.

1) Radial Basis Function Network (RBFN) have been developed for the interpolation of
scattered multivariate data. The method uses linear combinations of radially symmetric
functions based on the Euclidean distance or other metric, to approximate given function
(or response of a given model). More details about this model are written in Section
4.1. Some engineering applications could be also found in (Nakayama et al., 2004) and
(Karakasis and Giannakoglou, 2004).

ii1) Genetic programming could be possibly used as an interpolation tool, if the equality of
the meta-model M and the computational model M in the design points is imposed.
The theory of genetic programming could be found in (Koza, 1992); an application in
parameters identification is published in (Toropov and Yoshida, 2005).

3.4 Approximation tools

The approximation tools includes, in general, also the interpolation tools. Nevertheless, we
distinguish these groups of tools since for approximation tools there is no implicit condition,
that the value of meta-model should be equal to the value of the original model in all design
points as it is defined for interpolation tools. The optimum of the meta-model will have with
high probability different value from the original model. Moreover, it is not clear how to include
this discrepancy into identification procedure (contrary to the interpolation approach).

The approximation tools could be divided into two groups according to the knowledge about
the original model M utilized during the choice of meta-model M

a) High and low fidelity models assumes that, for a physical model M, there is a less ac-
curate physical model M, which is computationally less expensive than the model M.
This situation occurs in cases where, for one physical phenomenon, there are two or more
describing theories, e.g. wave vs. particle theories. More often, there are cases, where dif-
ferent topologies, geometries, a different number of finite elements, a simple or a difficult
model, a 2D or a spatial model etc. for a studied problem can be used. Some engineering
applications of this method could be found in (Gonzalez et al., 2004) or (Wang et al.,
2002).

2a South African mining engineer
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b) Meta-models determined without any insight into the physical model applies approxima-
tion tools like:

1) Response surface methods (RSM) is described differently by different authors. My-

ers and Montgomery (Myers and Montgomery, 1995) state that RSM “is a collection
of statistical and mathematical techniques useful for developing, improving, and op-
timizing process. It also has important application in the design, development, and
formulation of new products, as well as in the improvement of existing product de-
signs”. The ’collection of statistical and mathematical techniques’ of which these
authors speak refers to the design of experiments (Section 4.3), least squares regres-
sion analysis, response surface model building and model exploitation.
Response surfaces are typically second-order polynomial models; therefore, they
have limited capability to model accurately nonlinear functions of arbitrary shape.
Obviously, higher-order response surfaces can be used to model a nonlinear design
space; however, instabilities may arise or too much sample points will be necessary
in order to estimate all of the coefficients in the polynomial equation, particularly
in high dimensions. Hence, many researchers advocate the use of a sequential re-
sponse surface modelling approach using move limits or a trust region approach.
An application of RSM in engineering design is presented in (Lee and Hajela, 2001)
and an application in parameter identification is published in (Toropov and Yoshida,
2005).

1) Multi-layer perceptron (MLP) is a variant of artificial neural network. It is com-
posed of neurons (single-unit perceptrons) which are multiple linear regression mod-
els with a nonlinear (typically sigmoidal) transformation on their output. These
neurons are in this case organized in several layer, where each neuron is connected
with all neurons in previous and following layer. More details about this procedure
could be found in Section 4.1. An application of forward identification using MLP
is presented in (Pichler et al., 2003).

iii) Also the methods included in previous section could be used as approximative tools,
but some modifications to their typical implementations are needed.

One of the possible ways to solve inconsistency among models and their meta-models can be
a multi-objective formulation. For instance, (Quagliarella, 2003) uses an error between model
and meta-model and error between meta-model and experiments as a two independent objec-
tives.

Some combinations of forward and inverse mode of an inverse analysis are also possible,
one example is published e.g. in (Most et al., 2007).

4 Inverse mode of an inverse analysis

The second philosophy, an inverse mode, assumes an existence of an inverse relationship be-
tween outputs and inputs, i.e. there is an inverse model MM associated to the model M,
which fulfils the following equation:

x =M™V (y) (1)

for all possible y. Generally, this inverse model does not need to exist. Nevertheless, we assume
that the inverse model can be found sufficiently precise on some closed subset of the definition

515



domain. Next, we will limit our attention to an approximation of the inverse relationship, not its
exact description. A quality of this approximation is easy to measure since a pair X, y obtained
using Equation (11) should also fulfill the Equation (3). Final usage of this methodology is
trivial because a desired value x* can be obtained by simple insertion y* into Equation (11).

The main advantage is clear. If an inverse relationship is established, then the retrieval
of desired inputs is a matter of seconds even if executed repeatedly. This can be utilized for
frequent identification of one model. On the contrary, the main disadvantage is an exhausting
search for the inverse relationship.

Further obstacles are the existence problems for the whole search domain and inability to
solve the problem of a same value of outputs y for different inputs X, i.e. existence of several
global optima.

The case of different outputs y corresponding to one input x introduced by stochastic and
probability calculations or by experiments polluted with a noise or an experimental error can
be tackled e.g. by introduction of stochastic parameters for outputs (Lehky and Novék, 2005;
Fairbairn et al., 2000).

Another case, when there is more than one experiment for one material, can be handled
by sequential, cascade or iterative processes. As a solution, different approximation tools are
applied. Nowadays, artificial neural networks have became the most frequently used methods.

Since the inverse mode is based on an approximation of the inverse model, the other problem
concern the accuracy of inverse model predictions. It could be solved in following ways:

1) Taking into account an expert guess. This brings the possibility to reduce the inputs
domain when preparing design points for the inverse model development. That leads
to better accuracy of the inverse model in the vicinity of the expert guess and probably
also near the desired inputs x* corresponding to measurements y”. Nevertheless this
approach suppose the existence of a competent expert with wide experience with the
model as well as the experiment. This approach is published e.g. in (Novék and Lehky,
2006).

i1) Cascade neural networks suppose the possibility to identify the individual inputs x; in
a sequential way, where the predictions of some inputs identified in the first step could be
used as known during the development of inverse model in next steps in order to reduce
the complexity of the approximated relationship. Particular applications of this methodol-
ogy to parameters identification are presented e.g. in Waszczyszyn and Ziemianski (2005)
or in KucCerova et al. (2007).

1i1) Sequential refining consists also of several sequential steps as the previous case. Nev-
ertheless, in this case in all steps all inputs x remains to be identified. The predictions
from previous steps are used only to reduce the design space and the inverse model is
determined using new design points from narrower design space around the supposed so-

lution. An application of such procedure to the parameters identification is published e.g.
in Most et al. (2007).

All these methodologies lead to better accuracy of inverse model predictions. Nevertheless,
the inverse relation becomes accurate only near the inputs x* corresponding to the particular
measurements y©. Therefore such inverse model M"Y could not be applied again for new
measurements. Hence, the principal advantage of the inverse approach is more or less lost.
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4.1 Artificial neural networks

Artificial neural networks (ANN) are powerful computational systems consisting of many sim-
ple processing elements connected together to perform tasks analogously to biological brains.
There are two types of neural networks, which are successfully applied as model (or function)
approximators.

The feedforward neural network

This network consist of one input layer, one output layer, and one or more hidden layers of
processing units. In this network, the information moves in only one direction, forward, from
the input nodes, through the hidden nodes and to the output nodes. There are no cycles or loops
in the network, no feed-back connection. Mostly used example is a multi-layer perceptron
(MLP) with a sigmoid transfer function and gradient descent method of training called Back-
Propagation Learning Algorithm.

The universal approximation theorem can be stated as:

Let ¢(-) be a non-constant, bounded, and monotone-increasing continuous function. Then
for any continuous function f(y) withy = {y; € [0,1] : ¢ = 1,...,I} and € > 0, there exists
an integer J and real constants {c;,bj,wj, : j=1,...,J )k =1,...,I} such that

J I
Fyi,...,yr) = Z%‘Sﬁ (Z WjkYr — bj) (12)
=1 k=1

is an approximate realization of f(-), that is

N F(yr,--yr) = [y, -y <e (13)

for all x that lie in the input space.

Clearly this applies to an multi-layer perceptron with J hidden units, since ¢(-) can be
a sigmoid, wj, b; can be hidden layer weights and biases, and «; can be output weights. It
follows that, given enough hidden units, a two layer multi-layer perceptron can approximate
any continuous function.

Applications to computational mechanics could be found in (Yagawa and Okuda, 1996) or
in more recent papers (Novak and Lehky, 2006) and (Waszczyszyn and Ziemianski, 2006).

Radial basis function network (RBFN)

RBEN are powerful techniques for interpolation in multidimensional space. A radial basis
function (RBF) is a function which has built into a distance criterion with respect to a center.
RBFN have two layers of processing: In the first, input is mapped onto each RBF in the “hidden”
layer. The RBF chosen is usually a Gaussian. In regression problems the output layer is then
a linear combination of hidden layer values representing mean predicted output.

RBF networks have the advantage of not suffering from local minima in the same way as
multi-layer perceptrons. This is because the only parameters that are adjusted in the learn-
ing process are the linear mapping from hidden layer to output layer. Linearity ensures that
the error surface is quadratic and therefore has a single easily localizable minimum. Solution to
the regression problem can be found in one matrix operation.
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As with the corresponding proofs for MLPs, these are existence proofs which rely on
the availability of an arbitrarily large number of hidden units (i.e. basis functions). How-
ever, they do provide a theoretical foundation on which practical applications can be based with
confidence.

RBF networks have the disadvantage of requiring good coverage of the input space by radial
basis functions. RBF centers are determined with reference to the distribution of the input data,
but without reference to the prediction task. As a result, representational resources may be
wasted on areas of the input space that are irrelevant to the learning task. A common solution
is to associate each data point with its own center, although this can make the linear system to
be solved in the final layer rather large, and requires shrinkage techniques to avoid overfitting.

Some applications to engineering problems could be found in Nakayama et al. (2004) or
Karakasis and Giannakoglou (2004).

4.2 Artificial neural network training

There are numerous tradeoffs between learning algorithms. Almost any algorithm will work
well with the correct hyperparameters for training on a particular fixed dataset. However se-
lecting and tuning an algorithm for training on unseen data requires a significant amount of
experimental investigations.

There are three major learning paradigms, each corresponding to a particular abstract learn-
ing task. These are supervised learning, unsupervised learning and reinforcement learning.
Usually any given type of network architecture can be employed in any of those tasks. We will
focus here on the supervised learning which is used for training feedforward neural networks or
radial basis function networks usually applied in an inverse analysis.

In the supervised learning, given a set of example pairs (x,y),x € X,y € Y, the goal is to
find a model MYV in the allowed class of functions that matches the examples. In other words,
to infer the mapping implied by the data; the cost function is related to the mismatch between
our mapping and the data and it implicitly contains prior knowledge of the problem domain.

In all but the simplest cases, however, the direct computation of the weights is intractable.
Instead, we usually start with random initial weights and adjust them in small steps until the re-
quired outputs are produced.

A commonly used cost function E(w;;) is the mean-squared error which tries to minimize
the average error between all the network’s output units, MV (y); and all the target values x;
over all the example pairs p, i.e.

B(wy) = %ZZ (MY (y); = )", (14)

where 7 coincide with the number of neurons in the last hidden layer adjacent to the output
layer. The minimization of this cost function using the gradient descent for the feedforward
neural network leads to the well-known backpropagation algorithm. Many other minimiza-
tion algorithms could be applied. A variety of methods based on mathematical programming
are implemented in Matlab Neural Network Toolbox including the backpropagation algorithm,
conjugate gradient algorithms, quasi-Newton algorithms, Levenberg-Marquardt algorithm and
line search routines. Other interesting algorithms for ANN training are evolutionary algorithms,
which have the ability to deal with the multi-modality of cost function appearing in feedforward
neural networks.
There are two important aspects of the network’s operation to consider:
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Learning The network must learn relation between inputs and outputs from a set of train-
ing pairs so that these training pairs are fitted correctly.

Generalization After training, the network must also be able to generalize, i.e. correctly
fit test pairs it has never seen before.

Usually we want our neural networks to learn well, and also to generalize well. If an ANN is
not trained well even on training data, it is called as under-fitting or under-learning of ANN. The
red line in Figure 3 is an example of such case. Sometimes, the training data may contain errors
(e.g. noise in the experimental determination of the input values, or incorrect classifications).
In this case, learning the training data perfectly may make the generalization worse, this case
is called as a over-fitting or over-learning of neural network. This case is represented by the
black line in Figure 3. There is an important tradeoff between learning and generalization
or under-fitting and over-fitting that arises quite generally. In Figure 3, an example is shown

wl —2 neurons in hidden layer
—6 neurons in hidden layer
37 neurons in hidden layer
o original data

60 —

50 —

40 —

Figure 3: Approximation of data by multi-layer perceptron with different topology.

of two-layer perceptron applied on one relatively simple task of approximation the relation
between one input and output. Three different topologies were examined with two, six and 37
neurons in hidden layer. Conjugate-gradient method were used as a training algorithm. From
the Figure 3 it is clearly visible that too few hidden units leave high training and generalization
errors due to under-fitting. Too many hidden units result in low training errors, but make the
training unnecessarily slow, and result in poor generalization unless some other technique (such
as regularization) is used to prevent over-fitting. Virtually all “rules of thumb” you hear about
are actually nonsense. A sensible strategy is to try a range of numbers of hidden units and see
which works best.
To prevent under-fitting we need to make sure that:

1) the network has enough hidden units to represent to required relationship;
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i1) we train the network for long enough so that the sum squared error cost function is suffi-
ciently minimized.

To prevent over-fitting we can:
1) stop the training early — before it has had time to learn the training data too well;

ii) restrict the number of adjustable parameters the network has — e.g. by reducing the num-
ber of hidden units, or by forcing connections to share the same weight values.?

ii1) add some form of regularization term to the error function to encourage smoother network
mappings;

iv) add noise to the training patterns to smear out the data points.

4.3 Design of experiments

In principle, we can just use any raw input-output data to train our networks. However, in
practice, it often helps the network to learn appropriately if we carry out some preprocessing of
the training data before feeding it to the network.

We should make sure that the training data is representative — it should not contain too many
examples of one type at the expense of another. On the other hand, if one part of pairs is easy
to learn, having large numbers of pairs from that part in the training set will only slow down
the over-all learning process.

Beside the decision concerning a choice of training pairs for an ANN, we should pay atten-
tion also to a proper choice of ANN’s input vector. Once we deal with developing an inverse
model MMV to a computational mechanical model M, the model outputs representing some
experimental measurements become the inputs into the inverse model M™Y. When we trans-
form these measurements into an input vector, the size of this vector could be very huge and
then also the topology of ANN become very huge and the training process become quite com-
plicated. In the input vector, nevertheless, one can usually find a lot of highly correlated values,
which do not bring any new information.

The methodologies used for stratified choice of representative data in order to determine the
relationship between input factors x affecting a process and the output of that process y are
collectively known as design of experiments (DOE). Some methods are described in ? and are
mostly based upon the mathematical model of the process.

For the purposes of the inverse analysis, there are two main tasks to be solved by the DOE:

1) choice of representative data (pairs) for ANN’s training;
2) choice of important inputs to ANN.

The choice of representative data for ANN’s training could be governed by a particular
group of methods of DOE called sampling methods. Several of them are listed bellow:

e Monte Carlo methods are sampling methods based on generating random vectors (points)
with the defined statistical distribution for each variable. For solution of most of problems
a lot of simulations are needed, e.g. thousands or millions in order to represent desired
statistical distributions.

3Forcing connections to share the same weight values could be done by adding an appropriate term to the
error/cost function. This method can be seen as a particular form of regularization.
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e Latin hypercube sampling is probably the most popular example of sampling method,
which is independent of the mathematical model of a problem. Comparing to the Monte
Carlo methods, LHS needs much less simulations to represent correctly desired statistical
distribution of each variable.

e Factorial design and fractional factorial design consists of two or more factors, each with
discrete possible values or “levels”. All factors should have the same number of levels.
Factorial design (called also as full factorial design) choose the samples combining all
levels for all factors. Each combination of a single level selected from every factor is
present once. Fractional factorial design consists of a carefully chosen subset (fraction)
of the experimental runs of the full factorial design.

The first three listed methods take part in a group of quasi-random numbers generators,
whereas last two methods are deterministic approaches.

Two other techniques can be useful for selection of important input data. The first one is
the principal components analysis (PCA). This technique is used to reduce multidimensional
data sets to lower dimensions for analysis. Depending on the field of application, it is also
named the discrete Karhunen-Loeve transform (or KLT, named after Kari Karhunen and Michel
Loeve), the Hotelling transform (in honor of Harold Hotelling), or proper orthogonal decompo-
sition (POD).

Figure 4: Example of data with two variables original variables x,y and new variables x’, 1/
obtained by PCA.

PCA involves a mathematical procedure that transforms a number of (possibly) correlated
variables into a (smaller) number of uncorrelated variables called principal components. The first
principal component accounts for as much of the variability in the data as possible, and each
succeeding component accounts for as much of the remaining variability as possible. An exam-
ple of data with two variables original variables x, y and new variables z’, 3 obtained by PCA
is shown in Figure 4.

Other possibility is to keep original data and calculate the correlation between each vari-
able from input vector and each component from output vector. For that purpose, a number
of different coefficients can be used for different situations. The best known is the Pearson
product-moment correlation coefficient, which is obtained by dividing the covariance of the two
variables by the product of their standard deviations.

Pearson’s correlation coefficient is a parametric statistic, and it may be less useful if the un-
derlying assumption of normality is violated. Non-parametric correlation methods, such as Chi-
square, Point biserial correlation, Spearman’s p and Kendall’s T may be useful when distribu-
tions are not normal; they are a little less powerful than parametric methods if the assumptions
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underlying the latter are met, but are less likely to give distorted results when the assumptions
fail.

In statistics, Spearman’s rank correlation coefficient p is a non-parametric measure of corre-
lation — that is, it assesses how well an arbitrary monotonic function could describe the relation-
ship between two variables, without making any assumptions about the frequency distribution
of the variables. Unlike the Pearson product-moment correlation coefficient, it does not require
the assumption that the relationship between the variables is linear, nor does it require the vari-
ables to be measured on interval scales; it can be used for variables measured at the ordinal
level. In principle, p is simply a special case of the Pearson product-moment coefficient in
which the data are converted to rankings before calculating the coefficient.

5 Conclusion

The proposed paper brings an insight into procedures of inverse analysis based on soft-computing
methods suitable for parameters identification. To describe problems, which are usually encoun-
tered in engineering practice as well as science, basic notation and classification is introduced.
Namely, two basic modes of an inverse analysis are described: a forward mode leading to an
optimization of an error function and an inverse mode leading to an inverse model development.
Many applications of soft-computing methods applied to parameters identification in literature
are mentioned.

An overview of softcomputing optimization methods suitable for forward mode of iden-
tification is presented in Section 3. A group of the most effective optimization methods is
represented by deterministic gradient-based methods. Nevertheless, these methods are very
limited in application. They are suitable for smooth objective functions with no local extremes.
There are a lot of applications in literature, where some regularization technique is applied on
objective function originally non-smooth in order to enable the application of gradient-based
method. The problem of local extremes is usually solved by incorporation of an initial guess
of an expert in order to choose the starting point in the vicinity of a global optimum. Several
examples of gradient-based optimization applied to material models identification are presented
e.g. in lacono et al. (2006); Mahnken and Stein (1996); Maier et al. (2006).

All previously mentioned methods are optimization methods suitable for forward mode of
an inverse analysis. The main features common for these methods are the certain possibility
to control the precision of the optimum and the necessity to carry out the whole identification
process for any new measurements. Only meta-modelling of a computational model leads to
the identification methodology, where only a cheap optimization needs to be executed for new
measurements and the time-consuming development of the meta-model is performed only once.
An example of this identification methodology is presented e.g. in Pichler et al. (2003).

The inverse mode of an inverse analysis leads to the development of an inverse model to
the mechanical model and it has similar properties as a forward mode based on metamodelling
of the computational model. An overview of the methodologies suitable for such a mode of
identification is presented in Section 4. Once the inverse model is established, it could be used
repeatedly for any new measurement by a simple evaluation of the inverse model. From the im-
plementation point of view, this approach is very simple to use, because only a limited number
of simulations by the mechanical model is needed as a first step of a inverse model development
and there is no need to link any optimization algorithm to the code of the mechanical model.
Nevertheless, the precision of the inverse model is fixed and usually not very high.
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